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What Are Outliers?
• Outlier: An outlier is an observation 

which deviates so much from the other 
observations as to arouse suspicions 
that it was generated by a different 
mechanism

• Applications:
– Web Site Management 
– Sparse High dimensional data
– News Article Management
– Credit card fraud
– Medical analysis

*https://statswithcats.wordpress.com/
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Challenges of Outlier Detection

n Modeling normal objects and outliers 

properly

n Hard to enumerate all possible normal 

behaviors in an application

n The border between normal and 

outlier objects is often a gray area

n Application-specific outlier detection

n E.g., clinic data: a small deviation 

could be an outlier; while in marketing 

analysis, larger fluctuations

n Text Specific Problems

n Very sparse high dimensional data

n Context - word “Jaguar” may 

correspond to a car or a cat

*http://jacobjwalker.effectiveeducation.org/
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Matrix Factorization Model

Notation Explanation
A = [a1 · · ·an] ∈ R

m×n
+ Document-word matrix

m Vocabulary size
n Number of documents
Z ∈ R

m×n Outlier matrix
r < rank(A) Rank
W ∈ R

m×r
+ Term-Topic matrix

H ∈ R
r×n
+ Topic-Document matrix

A(i) Matrix A from the ith iteration
∥A∥1,2

∑n
i=1 ∥ai∥ℓ2 ℓ12-Norm where,

ai ∈ R
m is the i-th column of A

Table 1: Notations used in the paper

Figure 1: Text Outliers Using NMF

results both on text and other kinds of market basket data
sets. We show significant improvements achieved by the ap-
proach over other baseline methods.

2 Matrix Factorization Model
This section will present the matrix factorization model which
is used for outlier detection. Before discussing the model in
detail, we present the notations and definitions. We repre-
sent the corpus of text documents as a bag of words matrix.
A lowercase or uppercase letter such as x or X, is used to de-
note a scalar. A boldface lowercase letter, such as x, is used
to denote a vector, and a boldface uppercase letter, such as
X, is used to denote a matrix. This is consistent with what
is commonly used in much of the data mining literature.
Indices typically start from 1, unless otherwise mentioned.
For a X, xi denotes its ith column, yᵀ

j denotes its jth row

and xij or X(i, j) or (X)ij denote its (i, j)th element.
For greater expressibility, we have also borrowed certain

notations from matrix manipulation scripts such as Matlab
and Octave. For example, the notation max(x) returns the
maximal element x ∈ x and max(X) returns a vector of
maximal elements from each column x ∈ X. Similarly, X(i, :
) denotes the i-th row of the matrix and X(:, i) for i-th
column. For the reader’s convenience, the notations used in
the paper are summarized in Table 1.

Let A be the matrix representing the underlying data. In
the context of a text collection, this corresponds to a term-
document matrix, where terms correspond to rows and doc-
uments correspond to columns. In other words, aij denotes
the number of times the term i appears in document j. Gen-
erally, we can write A as follows:

A = L0 + Z0. (1)

Here, L0 is a low rank matrix and Z0 represents the ma-
trix of outlier entries. Typically, the matrix L0 represents
the documents created by a lower rank generative process
(such as that modeled by pLSI), and the parts of the docu-
ments that do not correspond to the generative process are
represented as part of the matrix Z0. In real world scenarios,
the outlier matrix Z0 contains entries which are very close
to zero, and only a small number of entries have significantly
non-zero values. These significantly nonzero entries are of-
ten present in only a small fraction of the columns. Columns
which are fully representable in terms of factors are consis-
tent with the low rank behavior of the data, and therefore
not outliers. The rank of L0 is not known in advance, and
it can be expressed in terms of its underlying factors.

L0 ≈W0H0

Here, the two matrices have dimensions W0 ∈ R
m×r
+ , H0 ∈

R
r×n
+ , and r ≤ rank(L0). The matrices W0 and H0 are

non-negative, and this provides interpretability in terms of
being able to express a document as a non-negative linear
combination of the relevant basis vectors, each of which in
itself can be considered a frequency-annotated bag of words
(topics) because of its non-negativity. Specifically, H0 cor-
responds to the coefficients for the basis matrix W0. Intu-
itively, this corresponds to the case that every document ai,
is represented as the linear combination of the r topics. In
cases, where this is not true, the document is an outlier, and
those unrepresentable sections of the matrix are captured
by the non-zero entries in the Z0 matrix. In real scenarios,
the entries in this matrix are often extremely skewed, and
the small number of non-zero entries very obviously expose
the outliers. The decomposition of the matrix into different
component is pictorially illustrated in Figure 1.

In order to determine the best low rank factorization, one
must try to optimize the aggregate values of the residuals in
the matrix. This can of course be done in a variety of ways,
depending upon the goals of the underlying factorization
process. We model the determination of the matrices W,H,
and Z, as the following optimization problem:

(W0,H0;Z0) = argmin
W≥0,H≥0;Z

1
2
∥A−WH− Z∥2F + α∥Z∥1,2

(2)

The specific location of outliers in each column does not
have a closed form solution, since the ℓ1,2-norm penalty is
applied to Z. The logic for applying the ℓ1,2-norm in the
context of the outlier detection problem is as follows. Each
entry in the Z corresponds to a term in a document, whereas
we are interested in the outlier behavior of entire document.
This aggregate outlier behavior of the document x can be
modeled with the ℓ2 norm score of a particular column zx. In
a real scenario, if a large segment of a document x is not rep-
resentable as the linear combination of the r topics through
L0, the corresponding column zx in the matrix Z will be
compensated by having more entries in its column. In other
words, we will have a higher ℓ2 value for the corresponding
column zx, and this corresponds to a higher outlier score.
Furthermore, the ℓ1,2-norm penalty on Z defines the sum of
the ℓ2 norm outlier scores over all the documents. There-
fore, the optimization problem essentially tries to find the
best model, an important component of which is to minimize
the sum of the outlier scores over all documents. While a va-
riety of different (and more commonly used) penalties such
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c.html
All the documents from 

business and politics and 50 
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nA pragmatic approach
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nSpecify the degree of an outlier: the unlikelihood of the object being 
generated by a normal mechanism
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Text Outliers using NMF (TONMF)

as the Frobenius norm are available for matrix factorization
models, we have chosen the ℓ1,2-norm penalty because of its
intuitive significance in the context of the outlier detection
problem, and its tendency to create skewed outlier scores
across the columns of the matrix. As we will see in the next
section, this comes at the expense of a formulation which is
more difficult to solve algorithmically.

For high dimensional data, sparse coefficients are desirable
for obtaining an interpretable low rank matrixWH. For this
purpose, we add the ℓ1-penalty on H:

min
W≥0,H≥0;Z

1
2
∥A−WH − Z∥2F + α∥Z∥1,2 + β∥H∥1 (3)

The constant α defines the weight for the outlier matrix Z
over the recovery of the low rank space L and the sparsity
term. In the case of outlier detection in text documents, we
give more weight for the outlier matrix over the low rank
representation L. This problem does not have a closed form
solution, and therefore we cannot directly recover the low
rank matrix WH in closed form. However, we can recover
the column space. Without non-negativity constraints, this
property is also known as the rotational invariant property
[12, 33]. This particular formulation of the matrix factoriza-
tion model is a bit different from the commonly used formu-
lations, and off-the-shelf solutions do not directly exist for
this scenario. Therefore, in a later section, we will carefully
design an algorithm with the use of block coordinate descent
for this problem.

In order to understand the modeling of the outliers bet-
ter, we present the readers with a toy example from a real
world data set, to show how skewed the typical values of the
corresponding column z(x) may be in real scenarios. In this
case, we used the BBC dataset2. This dataset consists of
documents from BBC news website corresponding to stories
in area business, entertainment, politics, sport, tech from
2004-2005 . We took all the documents from business and
politics and 50 documents from tech labeled as outliers. We
randomly permuted the columns to shuffle the outliers in the
matrix to avoid any spatial bias. We computed the Z matrix
and generated the ℓ2 scores of the columns of outlier matrix
Z. Figure 2 shows the outlier(ℓ2) scores of the documents.
The X-axis illustrates the index of the document, and the Y -
axis illustrates the outlier score. It is evident that the scores
for some columns are so close to zero, that they cannot even
be seen on the diagram drawn to scale. These columns also
happened to be the non-outlier/regular documents of the
collection. Such documents ax ∈ R

m correspond to the low
rank space, and are approximately representable as a prod-
uct of the basis matrix W with the corresponding column
vector of coefficients hx ∈ R

r drawn from H. However, the
documents that are not representable in such a low rank
space have a large outlier score. From the distribution of
the outlier score, we can also observe that the scores of out-
lier documents against non-outliers are clearly separable, by
using a simple statistical mean and standard deviation anal-
ysis. Therefore, while we use the scores to rank the docu-
ments in terms of their outlier behavior, the skew in the
entries ensures that it is often easy to choose a cut-off in
order to distinguish the outliers from the non-outliers.

In the following sections, we will analyze the property and
performance of this model (3) for outlier detection prob-

92http://mlg.ucd.ie/datasets/bbc.html
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Figure 2: ℓ2 norm of columns of Z outlier matrix

lems.

3 Algorithmic Solution
As discussed earlier our technique is based on NMF, and this
particular formulation (3), which is suited to outlier analy-
sis, is relatively uncommon, and does not have a closed form
solution. In order to address this issue we use a Block Co-
ordinate Descent (BCD) framework and its application to
solve the optimization problem (3). The BCD framework
is a popular choice not only because of the ease in imple-
mentation, but also because it is scalable. First, we will lay
the foundation for the basic BCD technique, as it generally
applies to non-linear optimization problems. We will then
relate it to our non-negative matrix factorization problem,
and explain our algorithm Text Outliers using Nonnegative
Matrix Factorization(TONMF) in detail.

3.1 Block coordinate Descent
In this section, we will see relevant foundation for using this
framework. Consider a constrained non-linear optimization
problem as follows:

min f(x) subject to x ∈ X , (4)

Here, X is a closed convex subset of R
n. An important

assumption to be exploited in the BCD method is that the
set X is represented by a Cartesian product:

X = X1 × · · ·×Xm, (5)

where Xj , j = 1, · · · ,m, is a closed convex subset of RNj ,
satisfying n =

∑m
j=1 Nj . Accordingly, the vector x is parti-

tioned as x = (x1, · · · ,xm) so that xj ∈ Xj for j = 1, · · · ,m.
The BCD method solves for xj by fixing all other subvectors

of x in a cyclic manner. That is, if x(i) = (x(i)
1 , · · · ,x(i)

m )
is given as the current iterate at the ith step, the algorithm
generates the next iterate x(i+1) = (x(i+1)

1 , · · · ,x(i+1)
m ) block

by block, according to the solution of the following subprob-
lem:

x
(k+1)
j ← argmin

ξ∈Xj

f(x(k+1)
1 , · · · ,x(k+1)

j−1 , ξ,x(k)
j+1, · · · ,x

(k)
m ).

(6)
Also known as a non-linear Gauss-Seidel method [3], this
algorithm updates one block each time, always using the

Outlier Sparsity

3 Blocks - Block Coordinate Descent (BCD)

most recently updated values of other blocks xj̃ , j̃ ̸= j. This
is important since it ensures that after each update, the
objective function value does not increase. For a sequence
{

x(i)
}

where each x(i) is generated by the BCD method,

the following property holds.

Theorem 1: Suppose f is continuously differentiable in
X = X1 × · · · × Xm, where Xj , j = 1, · · · ,m, are closed
convex sets. Furthermore, suppose that for all j and i, the
minimum of

min
ξ∈Xj

f(x(k+1)
1 , · · · ,x(k+1)

j−1 , ξ,x(k)
j+1, · · · ,x

(k)
m )

is uniquely attained. Let
{

x(i)
}

be the sequence generated

by the block coordinate descent method as in Eq. (6). Then,

every limit point of
{

x(i)
}

is a stationary point. The unique-

ness of the minimum is not required for the case when m = 2
[15].

The proof of this theorem for an arbitrary number of
blocks is shown in Bertsekas [3]. For a non-convex opti-
mization problem, most algorithms only guarantee the sta-
tionarity of a limit point [26].

When applying the BCD method to a constrained non-
linear programming problem, it is critical to wisely choose a
partition of X , whose Cartesian product constitutes X . An
important criterion is whether the sub-problems in Eq. (6)
are efficiently solvable. For example, if the solutions of sub-
problems appear in a closed form, each update can be com-
puted fast. In addition, it is worth checking how the so-
lutions of sub-problems depend on each other. The BCD
method requires that the most recent values be used for
each sub-problem in Eq. (6). When the solutions of sub-
problems depend on each other, they have to be computed
sequentially to make use of the most recent values. If so-
lutions for some blocks are independent of each other, they
can be computed simultaneously. We discuss how different
choices of partitions lead to different NMF algorithms. The
partitioning can be achieved in several ways, by using either
matrix blocks, vector blocks or scalar blocks.

3.1.1 BCD with Two Matrix Blocks - ANLS Method
The most natural partitioning of the variables is to have
two big blocks, W and H. In this case, following the BCD
method in Eq. (6), we take turns solving the following:

{

W(k+1) ← argminW≥0 f(W,H(k))
H(k+1) ← argminH≥0 f(W

(k+1),H).
(7)

Since the sub-problems are non-negativity constrained least
squares (NLS) problems, the two-block BCD method has
been called the alternating non-negative least square (ANLS)
framework [26, 19, 20].

3.1.2 BCDwith 2k Vector Blocks - HALS/RRIMethod
We partition the unknowns into 2k blocks in which each
block is a column/row of W or H. In this case, it is easier
to consider the objective function in the following form:

f(w1, · · · ,wr,h
ᵀ

1 , · · · ,h
ᵀ

r) = ∥A−
r

∑

j=1

wjh
T
j ∥2F , (8)

where W = [w1, · · ·wr] ∈ R
m×r
+ and H = [h1, · · · ,hr]ᵀ ∈

R
r×n
+ . The form in Eq. (8) represents the fact that A can

be approximated by the sum of r rank-one matrices.
Following the BCD scheme, we can minimize f by itera-

tively solving the following:

wi ← argmin
wi≥0

f(w1, · · · ,wr,h
ᵀ

1, · · · ,h
ᵀ

r)

for i = 1, · · · , r, and

h
ᵀ

i ← argmin
h
ᵀ

i
≥0

f(w1, · · · ,wr,h
ᵀ

1 , · · · ,h
ᵀ

r)

for i = 1, · · · , r.
The 2K-block BCD algorithm has been studied as Hier-

archical Alternating Least Squares (HALS) proposed by Ci-
chocki et al. [10, 9] and independently by Ho et al. [17] as
rank-one residue iteration (RRI).

3.1.3 BCD with k(n + m) Scalar Blocks
We can also partition the variables with the smallest k(n+
m) element blocks of scalars, where every element of W
and H is considered as a block in the context of Theorem 1.
To this end, it helps to write the objective function as a
quadratic function of scalar wij or hij assuming all other
elements in W and H are fixed:

f(wij) = ∥(aᵀ

i −
∑

k̃ ̸=j

wik̃q
ᵀ

k̃
)− wijh

ᵀ

j∥
2
2 + const, (9a)

f(hij) = ∥(aj −
∑

k̃ ̸=i

wk̃hk̃j)−wihij∥22 + const, (9b)

where aᵀ

i and aj denote the ith row and the jth column of
A, respectively.

In this paper for solving the optimization problem (3), we
partition the matrices Z,W,H into vector blocks such as
z1, · · · , zn,w1, · · · ,wr,h1, · · · ,hr. The reasoning behind
this partitioning is explained in the next section.

3.2 Text Outliers using NonnegativeMatrix Fac-
torization(TONMF)

In this section, we propose an efficient algorithm for the
outlier detection model (3).

To determine the Z,W,H for the aforementioned opti-
mization problem (3), we use the block coordinate descent
method. In other words, by fixing W,H, we determine the
optimal Z as vector blocks z1, · · · , zn and vice versa. Due
to ℓ1,2-norm, this optimization corresponds to the two block
non-smooth BCD framework.

Z
(k+1) ← argmin

Z

1
2
∥A− Z−W

(k)
H

(k)∥2F

+ α∥Z∥1,2

(W(k+1),H(k+1))← argmin
W≥0,H≥0

1
2
∥A−WH − Z

(k+1)∥

+ β∥H∥1
(10)

Regarding Z = [z1, ..., zn], the minimization problem in (10)
has a separable structure:

Z
(k+1) = argmin

Z

∑

i

1
2
∥āi − zi∥22 + α∥zi∥2

where āi = ai − (W(k)H(k))i. Therefore, we only need to

Block1

Block 2 and 3
Sparse NMF
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TONMF Algorithm
Algorithm 1: Text Outliers using Nonnegative Matrix Factorization (TONMF)

input : Matrix A 2 Rm⇥n

+ ,reduced rank r, ↵, �
output: Matrix W 2 Rm⇥r

+ ,H 2 Rr⇥n

+ ,Z 2 Rm⇥n

// Rand initialization of W, H, Z

1 Initialize W, H, Z as a nonnegative random matrix ;
2 while stopping criteria C1 not met do

// Compute Z for the given A,W,H,↵,� based on Theorem 2

3 for i 1 to n do
4 zi  max(ka

i

k2 � ↵

�

, 0) ai
kaik2

5 Ā = A� Z ;
6 while stopping criteria C2 not met do
7 for j  1 to r do

8 h(k+1)
j

= argmin
hj�0

↵

2 kw
(k)
j

hT

j

� (Ā� W̃(k)
j

)k2
F

+ g(h(k+1)
1 , · · · ,h

j

, · · · ,h(k)
r

);

9 where, W̃(k)
j

=
P

j�1
i=1 w(k)

i

(h(k+1)
i

)T +
P

r

i=j+1 w
(k)
i

(h(k)
i

)T

10 for j  1 to r do

11 w(k+1)
j

= argmin
wj�0

kw
j

(h(k+1)
j

)T � (Ā� H̃(k+1)
j

)k2
F

;

12 where, H̃(k+1)
j

=
P

j�1
i=1 w(k+1)

i

(h(k+1)
i

)T +
P

r

i=j+1 w
(k)
i

(h(k+1)
i

)T .

(nearly) evenly across 20 di↵erent newsgroups. We took all
data points from two randomly chosen classes, which in this
case corresponded to the IBM and Mac Hardware classes.
In addition, 50 data points were chosen from one randomly
chosen class, which corresponds to the Windows Operating
System (OS) class. As it turns out, this is a rather hard
problem for our algorithm because of some level of rela-
tionship between one of the rare classes and the base data.
Specifically, Windows Operating System and IBM Hardware
are both computer related subjects, and the former is often
used with the latter. Therefore, some vocabulary is shared
between the regular class and the rare class, and this makes
the detection of outlier harder. We randomly permuted the
position of the outliers and regular data points.
Reuters-21578 Data Set: The documents in the Reuters-
21578 collection 4 appeared on the Reuters newswire in 1987.
It contains 21578 documents in 135 categories. Every docu-
ment belongs to one or more categories. We selected those
documents that belong to only one category. We chose to-
tally 5768 documents that belong to the category earn and
acq. The outliers were 100 documents from category inter-
est. The vocabulary size of all the documents from these
categories put together were 18933. We randomly permuted
the position of the outliers and regular data points.
Wiki People Dataset: This is a subset of the dataset
collected by Blasiak et.al., [4]. The dataset is constructed
by crawling Wikipedia starting from http://en.wikipedia.

org/wiki/Category:Lists_of_politicians to a depth of
four. Pages describing people were extracted from the list
of all crawled pages. Text from the body paragraphs of
the pages were extracted, and section headings were used
as labels for blocks of text. Text blocks were assumed to
begin with < p > and end with < /p >. Only text in sec-
tion headings that occurred 10 times or more was retained.
Words were stemmed, stopwords were removed, and words
of length at least 3 and at most 15 were considered. The

4http://archive.ics.uci.edu/ml/datasets/
Reuters-21578+Text+Categorization+Collection

words need to occur at least 4 times in at least 2 documents
to be considered important enough to be retained. From the
collected data, the sections Career and Life were chosen as
non-outlier and whereas the small section section Death was
chosen as outlier. The constructed dataset has a vocabulary
size of 18834 and total of 9593 documents. A total of 100
documents that belong to section Death were labeled as out-
lier.
Market Basket Data Generator: We also wanted to un-
derstand the performance of our algorithm in some large
sparse matrices that is similar to the bag of words matrix.
Towards this end, we used the standard IBM Synthetic Data
Generation Code for Associations and Sequential Patterns –
market-basket data generator, that is packaged as part of
Illimine5 software. We set the average length of the trans-
action to be 300 and number of di↵erent items to be 50,000.
Note that this generator uses a random seed, and by chang-
ing the seed, it is possible to completely change the trans-
action distribution, even if all other parameters remain the
same. We generated 10,000 data points as a group of four
di↵erent sets of 2500 data points with randomly chosen seed
values. In addition, the rare class contained 250 data points
from a single seed value. In addition, we randomly permuted
the positions of the outliers and regular data points in the
matrix representation, to avoid any unforeseen bias in the
algorithm.

4.2 Performance Metrics
The e↵ectiveness was measured in terms of the ROC curve
drawn on the outlier scores. We use the area under the Re-
ceiver Operating Characteristics(ROC) curve – the defacto
metric for evaluation in outlier analysis. The idea of this
curve is to evaluate a ranking of outlier scores, by examining
the tradeo↵ between the true positives and false positives,
as the threshold on the outlier score is varied in a range. By
using di↵erent thresholds, it is possible to obtain a relatively
larger or smaller number of true positives with respect to the

5http://illimine.cs.uiuc.edu/
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Datasets

Datasets #
Docs

#Wor
ds

Outliers

RCV20 
http://qwone.com/~jason/20Newsgroups/ 

4025 61188 All from IBM and Mac. 50 

from Windows OS

Reuters-21578 
http://archive.ics.uci.edu/ml/datasets/ 

Reuters-

21578+Text+Categorization+Collection 

5768 18933 All from earn and acq. 100 

from interest

Wiki People 
http://en.wikipedia. 

org/wiki/Category:Lists_of_politicians

9593 18834 Sections career and life were 

regular classes. Section 

Death is outlier

Market Basket Data 10000 50000 2500 data points from four 

different seeds and 250 as 

outliers
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Baselines and Metrics

• Metrics – Area under Receiver Operating Characteristics 
(ROC) Curve

• Baselines
– Distance-based kNN Algorithm – Sweeping k from 1 to 50.
– Singular Value Decomposition (SVD)
– Robust Principal Component Analysis (RPCA)
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ROC Curves
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Parameter Sensitivity
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Conclusion

• Matrix Factorization based approach to text outlier analysis 
• Different representation other than bag of words
• Distributed implementation
• Temporal and Spatial aspects
• Topic Detection and streaming data
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Questions


